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Sobre a Data

A Data Privacy Brasil é uma organizacdo que nasce da unido entre uma escola e uma
associa¢ao civil em prol da promoc¢do da cultura de protecdo de dados e direitos
digitais no Brasil e no mundo. Fundada em 2018, a Data Privacy Brasil Ensino surgiu
como um espaco para difundir e inovar no conhecimento sobre privacidade e protecao
de dados no pais. Com conteudo adaptado para uma linguagem mais pratica, com
exercicios e estudos de caso, trata-se de uma escola para todos aqueles que se
interessam e querem se aprofundar na tematica da privacidade, protecdo de dados e
novas tecnologias.

A Associacdo Data Privacy Brasil de Pesquisa € uma organizacao da sociedade civil,
sem fins lucrativos e suprapartidaria, que promove a protecdo de dados pessoais
e outros direitos fundamentais a partir de uma perspectiva de justica social e das
assimetrias de poder.

Apartirde 2023, asduas institui¢des se uniram para formar uma unica organiza¢ao, man
tendo os mesmos principios e atividades. Com o apoio de uma equipe multidisciplinar,
realizamos formac@es, eventos, certificagdes, consultorias, conteddos multimidia,
pesquisas de interesse publico e auditorias civicas para a promoc¢ao de direitosem uma
sociedade datificada marcada por assimetrias e injusticas. Por meio da educagao, da
sensibilizagdo e da mobilizacdo da sociedade, buscamos uma sociedade democratica
em que as tecnologias estejam a servico da autonomia e dignidade das pessoas.
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Briefing sobre a Capula de Impacto de IA
de 2026 [(“Al Impact Summit”)

A Cupula de Impacto da Inteligéncia Artificial, internacionalmente conhecida como Al
Impact Summit, é um evento que ser4 realizado pelo governo da india em fevereiro
de 2026, em Nova Délhi, em continuidade as cUpulas anteriormente promovidas pelos
governos do Reino Unido e da Franca.

Trata-se de um evento diplomatico de grande porte. Fundamentada nos principios de
“Pessoas, Planeta e Progresso”, a Clpula vislumbra um futuro em que a inteligéncia
artificial impulsione a humanidade, fomente o crescimento inclusivo e contribua para
a protecdo do planeta como bem comum.

As Cupulas de IA constituem um tipo relativamente novo de evento internacional, ca-
racterizado por um baixo grau de institucionaliza¢ao formal. Tanto a Cupula do Reino
Unido, realizada em Bletchley Park, quanto a da Franca, em Paris, ndo contaram com
estruturas institucionais previamente consolidadas. Esses encontros funcionam, em
certa medida, como uma “feira diplomatica”, na qual os governos dispéem de ampla
margem de autonomia para a organizagao e execu¢do do evento, a0 mesmo tempo
em que se desenvolvem negociacdes estratégicas entre Estados sobre o compromisso
de sediar e conduzir edic¢des futuras.

a @[hj DataPrivacyBR Briefing sobre a Clipula de Impacto da IA de 2026 (“Al Impact Summit”)

Research




INDICE

1. Caracteristicas da CUpula da INdia ........ccceceueeeeeereerereeserererenenenesesenene 6
2. Os debates sobre IA em Bengaluru ............ccccccvveeeerriiiecinisscsnneeecennenens 9
3. Os debates sobre Al Safety em Nova Delhi ..........ccueerrvvvuneriicinnnennnn. 13
4. Perspectivas de participa¢do da sociedade civil na Cuapula. .............. 17
5. Lideres dos grupos de trabalho ............ccoeiiiiiineiiiiiisveiiiiisineenccinnns 19
Refer€ncias ULeIS ......ccoveerviueiiiieiiiieiiieeiccecnce e ssaeees 23

@D@ g:::gg\éachR Briefing sobre a Clipula de Impacto da IA de 2026 (“Al Impact Summit”)




1. Caracteristicas da Capula da india

A Cupula da india desloca o foco do risco existencial e da seguranca sistémica (central
no Reino Unido) e da governanca normativa (central na Franca) para os efeitos
concretos da IA sobre desenvolvimento, trabalho, inclusdo e servicos publicos. O
termo “impacto” é central e orienta o enquadramento politico do evento.

Aindia se posiciona como porta-voz dos paises em desenvolvimento, buscando inserir
no debate internacional temas como assimetrias globais de capacidade tecnoldgica,
dependéncia de infraestrutura e dados, desigualdade na distribuicdo de beneficios da
IA, soberania digital e desenvolvimento econdmico. Esse enquadramento reforca a
leitura da IA como questao de justica global, ndo apenas de regulacao técnica.

O governo indiano propde sete temas principais como mobilizadores da cupula (“Summit”):

Os trés principios principais sdo chamados de sutras, e significam guias normativos
para sabedoria e acdo.

Com base nos trés sutras fundamentais, as deliberac6es da Cupula de Impacto da IA
serdo organizadas em torno de sete chakras interconectados, areas de coopera¢ao
multilateral concebidas para canalizar a energia coletiva em dire¢do a uma
transformacao social holistica. Esses sete chakras representam dominios especificos
de colaboracdo internacional que traduzem os principios mais amplos de Pessoas,
Planeta e Progresso em areas concretas de acdo:
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“A A esta transformando o cenario global do emprego, criando
novas oportunidades e, ao mesmo tempo, impactando empregos e habilidades
tradicionais. Respostas fragmentadas, a auséncia de padrdes globais de alfabetiza¢ao
em |A e o investimento insuficiente na transicdo da forca de trabalho ameacam
aprofundar a ‘divisdo da IA. O Human Capital Chakra aborda esses desafios
promovendo a capacitacdo equitativa, a transicao inclusiva da forca de trabalho e o
amplo compartilhamento dos ganhos de produtividade impulsionados pela IA”.

As tecnologias de IA possuem um imenso
potencial para promover avanc¢os socioeconémicos, desde que sejam tomadas as
medidas adequadas para garantir que seu design, desenvolvimento e implementacao
sejam inclusivos. O Chakra da Inclusdo para o Empoderamento Social na Clpula de
Impacto da IA 2026 visa incentivar o design, o desenvolvimento e a implementacao
de sistemas de IA que considerem e acomodem ativamente as diversas necessidades,
identidades e experiéncias de todos os usuarios.

A medida que a IA remodela as economias e as sociedades,
as preocupacdes com a seguranca, a transparéncia e a confianga exigem salvaguardas
robustas, baseadas na tecnologia, que possam acompanhar a sofisticacdo e a escala
dos modernos sistemas de IA. O Principio da IA Segura e Confiavel busca preencher
essa lacuna de governanca, capacitando todas as nacfes a participarem de forma
significativa na supervisdo da IA, ao mesmo tempo que apoia a inovac¢do continua e o
avanco tecnolégico.

AmedidaqueainfraestruturadelAseexpande,seu
grande impacto ambiental e energético ameaca a resiliéncia climatica e o crescimento
inclusivo em todo o mundo. O Chakra da Resiliéncia, Inovacao e Eficiéncia promove
IA frugal, adaptavel e sustentavel, com sistemas modulares leves que funcionam em
contextos de poucos recursos sem comprometer o impacto e o desempenho.

A inteligéncia artificial estd remodelando a forma como a ciéncia é feita, da
gendmica e descoberta de medicamentos a pesquisa climatica e de materiais. O Science
Chakra visa promover a IA na pesquisa cientifica de ponta e traduzir descobertas em
impacto inclusivo e concreto no mundo real, fortalecendo a colaboragao cientifica
global e estabelecendo normas cientificas claras e padrdes de transparéncia para a IA
na pesquisa.

As crescentes demandas do desenvolvimento
de IA exigem uma vasta infraestrutura — computacdo e hardware, infraestrutura de
dados — que hoje esta concentrada em poucas regides, reforcando as desigualdades
globais na capacidade de inovacdo. O projeto Democratizing Al Resources Chakra
busca democratizar esses recursos de infraestrutura fundamentais, melhorando a
acessibilidade, o acesso e a demanda para todas as nacdes, a fim de fomentar um
progresso tecnolégico inclusivo.
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AlApossuium potencialsignificativo
para catalisar o crescimento econdémico e promover o progresso social inclusivo.
O Chakra do Crescimento Econdmico e do Bem Social na Cdpula de Impacto da IA
2026 busca promover caminhos impulsionados pela IA que ndo apenas fortalecam a
prestacdo de servi¢cos e 0 acesso em setores criticos, mas também gerem contribuicdes
mensuraveis para a produtividade, a inova¢do e o crescimento, promovendo assim
um desenvolvimento inclusivo e equitativo.

Cada chakra representa uma esfera distinta, porém interconectada, de engajamento
multilateral por meio da qual o potencial transformador da IA pode ser aproveitado para
gerar beneficios tangiveis alinhados aos trés sutras. Juntos, eles oferecem uma estrutura
abrangente que permite que paises, organiza¢des internacionais e partes interessadas
coordenem estratégias de implementacdo de IA que possibilitem a maximiza¢dao dos
beneficios coletivos, ao mesmo tempo que abordam desafios comuns.

Para a Data Privacy Brasil, a Cupula de Impacto é estratégica por alguns motivos:

- Eaprimeira Clpula aser realizada no Sul Global, em um pais que tem exercido
forte influéncia no Brasil na tematica de transformacdo digital centrada na
vida das pessoas e infraestruturas publicas digitais;

« A Cupula pode oferecer uma linguagem distinta do mainstream dominante
do Norte Global com relacdo a regulacdo de IA e modificar as relacdes
geopoliticas de poder e governanca de |IA na esfera internacional mais
sensiveis a prioridades sociais e capacidades estatais assimétricas;

* A CuUpula pode se conectar, em termos de linguagem sobre principios,
regulacdo e politicas publicas, a documentos que a Data Privacy Brasil auxiliou
na construcdo, de forma mais ou menos direta, como a Declaracdo de Sao
Luis de 2024 e a posi¢ao do Brasil na Declaracdo de Inteligéncia Artificial dos
BRICS de 2025.

Este briefing aprofunda esses elementos e trazinformac6es sobre como a Data Privacy
Brasil esta se preparando para a Cupula de Impacto de IA em Nova Delhi em fevereiro
de 2026.
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2. 0s debates sobre IA em Bengaluru

Em 2025, nos envolvemos com dois eventos importantes que foram contabilizados
como eventos oficiais de preparacdo para a Cupula. O primeiro foi o evento
“Inteligéncia Artificial Regenerativa”, realizado em Bengaluru nos dias 31 de outubro e
01 de novembro de 2025 pela

O evento “Inteligéncia Artificial Regenerativa” foi realizado no prédio da InfoSys em
Bengaluru, um dos principais polos de inovacdo e tecnologia da india. O encontro
reuniu organizacdes civis de varias partes do mundo para um diagnostico sobre
quais componentes sociais e éticos devem fazer parte da conversa sobre |IA para que
valores humanos sejam preservados, bem como “economias sociais e endogenas”.
Partindo de uma forte tradicdo de ativismo em economia politica e democracia, o
encontro tracou um diagndstico sobre combate aos monopdlios digitais, ampliacao
das infraestruturas digitais compartilhadas, investimento em centros de pesquisa e
universidades publicas e uma agenda de direitos fundamentais.

Ao longo de dois dias, os participantes mergulharam em trabalhos colaborativos em
diversos laboratérios comunitarios que abordaram interse¢des tematicas cruciais,
incluindo danos aos dados, sustentabilidade e economias de IA lideradas pelo Sul.

Por meio de apresentacdes catalisadoras, trabalhos em grupo e “apresentacdes
relampago”, os participantes colaboraram em possiveis caminhos e propostas para
a construcdo de uma economia de IA justa. As discussdes se concentraram nos
elementos de um paradigma de inovacdo intencional que priorizaria o conhecimento
pluralista, o trabalho significativo e os limites ambientais.

O encontro “Towards Regenerative Al” teve como método a constru¢do de
“laboratérios” que elaboraram diagndsticos sobre o que pode ser avan¢ado na
Cupula de Impacto da India.
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A diversidade de legislacdes de protecao de dados e de inteligéncia artificial, bem
como seus distintos niveis de aplicacao e fiscalizacdo, produz impactos desiguais
sobre os diferentes atores envolvidos (Estados, empresas, sociedade civil e individuos).
Essa heterogeneidade regulatéria evidencia assimetrias de informac¢do e de poder,
além de desafios praticos para a eficacia da aplicacdo da lei, sobretudo em contextos
marcados por capacidades institucionais limitadas. Nesse cenario, torna-se central
adotar abordagens de regulacdo contextual, capazes de reconhecer especificidades
setoriais, sociais e territoriais, evitando tanto a subregulacdo quanto a imposicdo de
modelos normativos pouco aderentes as realidades locais'.

A partir desse diagnostico, emerge a necessidade de identificar e mensurar, com base
em evidéncias empiricas, os danos concretos causados pelo uso de sistemas de IA. A
auséncia de métricas compartilhadas e de metodologias robustas de avaliacao dificulta
o reconhecimento institucional desses danos e, consequentemente, a formula¢ao
de respostas regulatdrias proporcionais. A construcdo de evidéncias sobre impactos
sociais, econdmicos e ambientais da IA é, portanto, condi¢do indispensavel para
sustentar decisBes politicas informadas e socialmente legitimas.

Esse esfor¢o de mensuracdo deve estar articulado a controles mais rigorosos sobre a
coleta ndo regulamentada de dados, ao mesmo tempo em que se promove a coleta
significativa, orientada por finalidades claramente delimitadas. O fortalecimento dos
principios de limita¢do da finalidade e minimiza¢do de dados ndo apenas reduz riscos
de abusos e externalidades negativas, como também contribui para a construcao de
ecossistemas de dados mais confidveis e alinhados ao interesse publico. A protecao
de dados pessoais é um pilar de um ecossistema informacional justo.

Nesse contexto, como foi discutido no seminario na India, ganha relevancia a
institucionalizagao de mecanismos de consulta e supervisao multissetorial sobre o uso
e a governanca de tecnologias de grande escala baseadas em dados e |A. A participacdo
coordenada de governos, setor privado, academia e sociedade civil permite ampliar a
legitimidade das decisdes, incorporar multiplas formas de conhecimento e antecipar
impactos que, de outro modo, permaneceriam invisiveis nos processos decisérios
exclusivamente técnicos ou estatais.

Entretanto, a efetividade dessa supervisdo enfrenta um desafio estrutural: a opacidade
algoritmicaimposta por empresas que mantém dados, modelos e processos decisoérios
sob sigilo comercial. O debate sobre transparéncia algoritmica, portanto, ndo pode
ser reduzido a divulgacdo irrestrita de cddigos, mas deve avancar na definicdo de
obrigacdes proporcionais de explicabilidade, prestacdo de contas e acesso regulatorio,
compativeis com a protecdo de segredos comerciais e, a0 mesmo tempo, com a
salvaguarda de direitos e interesses coletivos. Especificamente sobre esse ponto, a
Data Privacy Brasil tem defendido que projetos de datacenters ndo podem mobilizar o
argumento de segredo comercial (ou industrial) para ndo provimento de informacdes

1 Sobre o tema, ver Data Privacy Brasil ( ).
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ambientais relevantes para comunidades ( ).

Para que esses mecanismos sejam operacionais, é imprescindivel investir em
capacitacao continua de servidores e funcionarios publicos, bem como fomentar
formas significativas de colaboracdo com a sociedade civil organizada. A assimetria
técnica entre reguladores, empresas e usuarios finais compromete a capacidade do
Estado de exercer supervisao efetiva, tornando a formacao técnica e a cooperacgao
intersetorial elementos estruturantes da governanca da IA.

Complementarmente, a criacdo de incentivos positivos pode desempenhar papel
estratégico na inducao de boas praticas. Iniciativas de reconhecimento publico (como
a certificacdo de “provedores de dados confidveis” ou prémios nacionais, a exemplo
dos Prémios india Digital) podem estimular governos, empresas e startups a adotarem
padrdes elevados de governanca de dados e IA, deslocando parte do debate do campo
exclusivamente sancionatério para uma légica de indugao e reputacado.

Esses instrumentos devem ser articulados a uma abordagem organizacional de baixo
para cima, orientada a construcdo democratica da governanca tecnolégica. A criagao
de um repositério publico de danos causados por sistemas de IA, alimentado
por multiplos atores, pode funcionar como ferramenta de aprendizado coletivo,
transparéncia e formulacdo de politicas baseadas em evidéncias, além de ampliar a
visibilidade social dos impactos negativos da tecnologia?.

No campo regulatério, esse conjunto de medidas aponta para a necessidade de
tornar obrigatérias auditorias algoritmicas, especialmente em sistemas utilizados em
contextos de altorisco ou de interesse publico. Auditorias independentes, com critérios
claros e metodologias auditaveis, podem funcionar como ponte entre transparéncia,
responsabilizacdo e protecdo de direitos, sem inviabilizar a inova¢ao tecnolégica.

O debate feito na india, em Bengaluru, evidenciou a necessidade de insistir em
principios especificos de governanca da inteligéncia artificial que ndo se limitem a
diretrizes abstratas, mas que se traduzam em praticas institucionais concretas,
incluindo a participagao ativa de membros da comunidade por meio de processos
de cocriagao. A incorporacdo de saberes locais, experiéncias vividas e perspectivas
interseccionais é condi¢cdo fundamental para que a governanca tecnolégica responda
a contextos sociais desiguais e evite solu¢des impostas de forma verticalizada.

Nesse sentido, a construcdo de estruturas de incentivo adequadas emerge como
elemento estratégico para a forma¢do de um ecossistema de IA verdadeiramente
plural, que ndo seja dominado pelas grandes empresas de tecnologia. Politicas
publicas e mecanismos regulatérios precisam criar condi¢Bes para a participacao de
pequenos desenvolvedores, iniciativas comunitarias, startups e instituicdes publicas,

2 Projeto semelhante esta sendo articulado pela “Biblioteca de Danos em |IA” do projeto “IA com
Direitos” da Data Privacy Brasil.
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reduzindo a concentracao de poder econémico e decisério que hoje molda de forma
desproporcional os rumos da inovacao tecnoldgica.

Essa reconfiguracdo institucional exige, simultaneamente, uma mudanca de
mentalidade no préprio ritmo da inovac¢do, deslocando o foco do “crescer rapido”
para a logica de “ir devagar, construir melhor”. Considerar o intervalo temporal entre
a implementacdo de uma tecnologia e a possibilidade efetiva de contestacao publica
é crucial, assim como incorporar avaliagdes continuas ao longo de todo o ciclo de
inovac¢do, desenvolvimento e implementac¢do, e ndo apenas em momentos posteriores,
quando os impactos negativos ja se consolidaram.

A educacdao desempenha papel central nesse processo. Tornar acessivel, em todos
os niveis de ensino e formacao profissional, a compreensdo sobre a natureza,
o funcionamento e as implicacdes da IA é condicdo para reduzir assimetrias de
conhecimento e fortalecer a capacidade coletiva de discernimento. Esse esfor¢o
educativo deve também promover a conexdo entre discursos hoje fragmentados,
questionando, por exemplo, se os engenheiros e desenvolvedores compreendem
plenamente os efeitos sociais e politicos dos sistemas que criam.

O debate destacou, ainda, que as salvaguardas nao podem ser tratadas como camadas
externas ou corretivas adicionadas a posteriori, mas como elementos constitutivos
da prépria infraestrutura tecnoldégica. A responsabilidade, nesse sentido, precisa
ser codificada nos sistemas desde sua concepc¢do, incorporando mecanismos de
prestacao de contas, rastreabilidade e explicabilidade como requisitos estruturais,
€ Nao opcionais.

Para sustentar essa abordagem, propfe-se a criacdo de instancias permanentes
de escuta e supervisdo, como ouvidorias ou comités de IA com representacao
interseccional. Esses espacos podem funcionar como canais institucionais de mediagao
entre desenvolvedores, gestores publicos e comunidades afetadas, contribuindo para
reduzir a distancia entre decises técnicas e seus impactos sociais concretos.

No campo das ferramentas regulatérias, a exploracdo de modelos de certificagdo de
segurancaemlAaparece comouma possibilidade promissora paraestabelecer padrdes
minimos de confiabilidade e protec¢do, especialmente em contextos de alto risco. No
entanto, o debate alertou que tais mecanismos so serao efetivos se acompanhados de
capacidade critica e institucional para avaliar ndo apenas a conformidade técnica, mas
também a adequacao social e ética das solucdes certificadas.
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3. Os debates sobre Al Safety em Nova Delhi

O segundo evento de preparacdo que participamos foi o encontro "Operationalising
Al Safety” no dia 06 de novembro de 2025, com apoio do Center for Communication
Governance (CCQG) e da Konrad Adenauer Stitfung.

O painel "Al Safety in the Global South” contou com a participacao do Dr. Samuel Segun
(Global Center on Al Governance), Edrine Wanyama (CIPESA), Dr. Jun E-Tan (Khazanah
Research Institute), Mert Chandana (LIRNEasia) e Kavitzha Kuhhi (OpenAl).

O evento destacou a emergéncia dos “Al Safety Institutes” como um fendmeno
acoplado ao surgimento das Cupulas.

Algumas jurisdi¢cdes no Norte Global, como o Reino Unido e a UE, estabeleceram seus
Institutos de Seguranca da IA (AlSIs) dentro de 6érgaos governamentais existentes.
Em contraste, algumas na¢des do Sul Global adotaram uma abordagem ligeiramente
diferente para as estruturas de governanca de seus AlSIs. Por exemplo, a Associacao
Chinesa de Seguranca e Desenvolvimento de IA (CNAISDA) é um consoércio de varias
organizacfes de pesquisa chinesas existentes, incluindo think tanks, universidades e
instituicbes apoiadas pelo Estado, garantindo contribuicdes de uma ampla gama de
participantes.

Pioneira no Sul Global, a AlSI da india, moldada em um modelo de centro e periferia, foi
concebida para operar de forma descentralizada, facilitando o engajamento com uma
rede de partes interessadas, incluindo startups, indUstria, organiza¢des da sociedade
civil, divisdes governamentais e academia, com supervisao do Ministério da Eletronica
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e Tecnologia da Informacdo. No ambito do pilar de IA Segura e Confiavel da “Missao
IndiaAl”, o governo indiano visa concentrar-se na pesquisa nacional e promover a
governanca da IA com o estabelecimento do Instituto de Seguranca. Por meio deste
Instituto, o governo pretende desenvolver ferramentas, diretrizes e padrdes destinados
a promover o desenvolvimento e a implantacao de IA segura e confiavel ( ).

O encontro debateu a inexisténcia de “Al Safety Institutes” em paises do Sul Global e
discutiu os resultados de uma investigacao empirica conduzida pelo CCG:

Conforme discutido no evento do CCG, as fun¢bes de um AISI normalmente incluem
pesquisa e desenvolvimento (“P&D"), o desenvolvimento de politicas ou diretrizes e
padrbes de seguranca, e colaboracao e coordenacdo global e nacional por meio de
parcerias e redes. As fun¢bes de P&D, especialmente as atividades técnicas, como
testes, avaliacdo e benchmarking, exigem infraestrutura e expertise técnica de ponta,
reservas de armazenamento massivas, mecanismos de acesso a dados proprietarios
e medidas de seguranca para proteger dados sensiveis. A eficiéncia de um AISI
depende, portanto, de sua capacidade em termos de recursos humanos, financeiros
e de infraestrutura.

Alguns AlSIs do Norte Global estdo concentrando a pesquisa e o desenvolvimento em
prioridades de seus paises, em dominios como seguranca cibernética e riscos quimico-
biolégicos. Da mesma forma, esses AlSIs também estdao priorizando preocupac¢des
especificas do Norte Global no desenvolvimento de politicas e padrdes de seguranca.
Por exemplo, influenciados pelas areas de foco nas discussdes de Bletchley Park,
houve uma forte énfase nos riscos decorrentes da IA de ponta, como a futura perda
de controle sobre os sistemas de |A e a aquisicdo de armas biolégicas.
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A producdo recente do Centre for Communication Governance (CCG) permite formular
uma critica consistente a concepcdo de Al Safety consolidada a partir da Cdpula do
Reino Unido, em Bletchley Park, sem descarta-la por completo. O ponto central ndo
é negar a relevancia dos riscos associados a modelos de fronteira ou a cenarios de
dano catastréfico, mas demonstrar que essa abordagem, quando tomada como eixo
dominante da governanca global da inteligéncia artificial, produz um estreitamento
conceitual e politico do préprio significado de safety. Ao privilegiar riscos futuros,
altamente abstratos e concentrados em poucas tecnologias de ponta, essa concep¢ao
tende a marginalizar danos ja materializados, especialmente nos paises do Sul Global,
onde sistemas de IA sdao empregados em contextos de desigualdade estrutural,
fragilidade institucional e assimetrias profundas de poder ( ).

Os documentos do CCG insistem que superar essa concepc¢do exige uma mudanca
de foco da seguranca existencial para uma no¢ao de seguranca sociotécnica. Nessa
perspectiva, Al Safety passa a abranger ndo apenas a contenc¢do de eventos extremos,
mas a prevencao de danos cotidianos e sistémicos, como discriminagao algoritmica,
vigilancia desproporcional, exclusao de popula¢des de politicas publicas e erosdo de
direitos fundamentais. A seguranca deixa de ser compreendida como um atributo
técnico dos sistemas e passa a ser entendida como um resultado institucional e
social, dependente de contextos especificos, praticas de governanca e capacidades
regulatorias. Essa ampliacao conceitual é central para tornar o debate sobre Al Safety
relevante fora do eixo euro-atlantico ( ).

Outro deslocamento fundamental proposto pelo CCG diz respeito a arquitetura de
governanca que sustenta as iniciativas de Al Safety. A abordagem promovida pela
Cupula do Reino Unido tende a concentrar autoridade decis6ria em Estados com alta
capacidade tecnolégica e em grandes empresas desenvolvedoras de IA, reforcando
uma légica tecnocratica e centralizada. Em contraste, os textos do CCG defendem
uma governanc¢a multissetorial substantiva, na qual sociedade civil, pesquisadores
de diferentes campos do conhecimento e comunidades diretamente afetadas pelos
sistemas de IA participem de forma estruturada da definicao de riscos, prioridades e
mecanismos de mitigacdo. Essa abertura ndo é apresentada como um ideal normativo
abstrato, mas como uma condi¢ao pratica para a legitimidade e a eficacia das politicas
de seguranca em contextos marcados por diversidade social e institucional.

A Data Privacy Brasil participou dos debates e trouxe dois argumentos para o debate
sobre Al Safety, com vistas a Cupula de Impacto da India.

O primeiro argumento sustenta que Al Safety deve necessariamente abarcar a
seguranca do trabalho de dados, incluindo a dignidade, a integridade fisica e psiquica
e os direitos laborais das pessoas envolvidas nas etapas invisibilizadas da cadeia
produtiva da inteligéncia artificial. A Data Privacy Brasil evidencia, em documentos
apresentados no ambito do T20 Brasil e na

que sistemas de aprendizado de maquina dependem estruturalmente de at|V|dades
humanas como rotulagem de dados, modera¢do de conteddo e processos de
“higiene de dados”, frequentemente realizados em condic¢des precarias, terceirizadas
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e desprovidas de protecao adequada. Esses trabalhadores sao expostos de forma
recorrente a conteudos violentos, sexualmente explicitos, discriminatérios ou
traumaticos, sem garantias suficientes de apoio psicolégico, transparéncia contratual
ou reconhecimento social de sua fungao.

Ao incorporar essas dimensdes, pode-se romper com a ideia de que Al Safety diz
respeito apenas ao comportamento final do sistema ou a mitigacdo de riscos para
usuarios abstratos. A seguranca passa a ser entendida como um atributo de toda a
cadeia sociotécnica, desde a coleta e tratamento de dados até a implementacao
dos sistemas. Nesse enquadramento, ndo é possivel afirmar que um sistema de IA
é “seguro” se sua producao depende da exploracdo sistematica de trabalho humano
precarizado ou da exposi¢cdo continuada de pessoas a danos psiquicos. A seguranca,
portanto, torna-se indissociavel da dignidade do trabalho e da prote¢ao daqueles que
sustentam materialmente a chamada “automacao inteligente”, ainda que permanegam
invisiveis nas narrativas dominantes sobre inovacao.

O segundo argumento defendido pela Data Privacy Brasil propde que o conceito de
“Al Safety” deve abarcar uma concep¢ao ampliada de ecossistema informacional
e democracia, na qual a seguranca ndo se limita a evitar falhas técnicas ou usos
maliciosos isolados, mas envolve a prote¢do das condi¢des comunicacionais que
tornam possiveis processos democraticos legitimos. A partir das evidéncias produzidas
pelo “ " ( ), desenvolvido em parceria com o Alafia
Lab, temos debatido como sistemas de IA generativa, mecanismos de recomendacgao
e estratégias automatizadas de amplificacdo de conteudo sintético podem produzir
efeitos sistémicos de desinformacdo, inundacdo informacional e manipulacdo do
debate publico, afetando diretamente a integridade de pleitos eleitorais e a confianca
nas instituicdes democraticas.

Nessa perspectiva, “Al Safety” pode ser concebida como uma questdo de ordem
democratica comunicacional. O risco ndo reside apenas em conteudos falsos
isolados e na sua circulagdo, mas na capacidade de sistemas automatizados de
distorcer ecossistemas informacionais inteiros, tornando-os hostis a deliberacao
publica, a pluralidade de vozes e a formacdo livre da vontade politica. A seguranca
em |A exige mecanismos estruturais de contencdo da producdo e circulagdo massiva
de desinformacdo, bem como instrumentos de transparéncia, responsabilizacao e
auditoria dos sistemas que mediam o fluxo de informac¢8es em larga escala.
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4. Perspectivasdeparticipacaodasociedade
civil na Capula

As Cupulas de IA ndo possuem procedimentos formalizados de participacdo da
sociedade civil e possuem uma diferenca enorme com os espac¢os de governanca da
Internet, como Internet Governance Forum da ONU (onde IA é um tema ja discutido
ha anos).

As perspectivas de participacao da sociedade civil sdo muito limitadas. As entidades
civis precisam“cavar o proprio espa¢o” e articular contatos com think tanks e servidores
publicos com contato direto com agentes estatais. Uma das formas de facilitagao
desse contato é a mediacdo com os Ministérios de Rela¢des Exteriores.

A sociedade civil organizada tem feito um esforco coordenado para ampliagdo
da participacdo civil na Cuapula. De um lado,

para criar um projeto
de participacdo multissetorial na Cupula de Impacto da india (“Multistakeholder
Approaches to Al Governance”)®. Do outro lado, redes como a
tém criado grupos de trabalho para construcao de consensos e publicacdo de cartas
de posic¢do para influenciar a redacao de textos finais da Cupula.

Ha algumas estratégias que podem ser colocadas em marcha para ampliar a
participacdo da sociedade civil na Cuapula.

A primeira diz respeito a institucionalizagdo minima de canais informais, mesmo
na auséncia de regras formais de participacdo. Se as Cupulas ndo reconhecem
oficialmente a sociedade civil como stakeholder, torna-se estratégico transformar
praticas recorrentes em expectativas normativas. Isso pode ser feito, por exemplo,
pela producdo sistematica de papers, issue briefs e propostas de linguagem normativa
que circulem antecipadamente entre delegacBes estatais e organizadores da Cupula.
Quando esses documentos passam a ser referenciados, citados ou incorporados em
versdes preliminares de textos finais, cria-se um precedente informal que, ao longo do
tempo, aumenta o custo politico da exclusdo da sociedade civil.

Um segundo caminho envolve o fortalecimento da media¢do diplomatica como
estratégia. Ainterlocu¢cao com Ministérios de Relacdes Exteriores pode ser aprofundada
por meio da formacdo de coalizdes estaveis entre organizacBes da sociedade civil e
diplomatas sensiveis ao tema da governanca democratica da IA. Isso inclui oferecer
insumostécnicos, analises comparadas e propostas redacionais que facilitemotrabalho
das delegacdes, especialmente de paises do Sul Global com menor capacidade técnica

3 Rafael Zanatta, codiretor da Data Privacy Brasil, faz parte do conselho consultive do projeto.
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interna. Ao se tornarem fontes confiaveis de expertise, as entidades civis deixam de
ser vistas apenas como demandantes de espaco e passam a ser reconhecidas como
parceiras funcionais no processo diplomatico, colocando o carater multissetorial em
pratica no nivel multilateral.

Um terceiro eixo diz respeito a producao coordenada de conhecimento estratégico
orientado especificamente para o ciclo das Cupulas. Além de cartas de posi¢ao e
declara¢des conjuntas, a sociedade civil pode investir em analises comparativas
entre versdes sucessivas dos documentos finais, destacando publicamente quais
contribui¢des foram incorporadas, quais foram diluidas e quais foram ignoradas. Esse
tipo de rastreamento discursivo, quando bem documentado e amplamente divulgado,
aumenta a visibilidade do papel da sociedade civil e cria mecanismos indiretos de
accountability. Ao demonstrar empiricamente sua influéncia, a sociedade civil passa a
disputar ndo apenas conteddo, mas também legitimidade no processo®.

Outro elemento relevante é a articulagdo transversal entre regimes de governanca,
aproximando o debate das Cupulas de IA de espacos ja legitimados de participagdo
multissetorial. Conectar agendas, principios e praticas do IGF, do WSIS+20 e de féruns
regionais de governanca da Internet as discussdes da Cupula de Impacto da india
ajuda a evidenciar a anomalia institucional representada pela exclusao da sociedade
civil, caso ela se confirme na india em fevereiro de 2026. Essa estratégia ndo busca
importar mecanicamente o modelo do IGF, mas usar sua legitimidade acumulada como
parametro normativo para questionar o desenho fechado das CUpulas de IA, e preparar
0 campo para novos espagos como os Al Global Dialogues, no ambito da ONU.

Alémdisso,comodestacado pelotrabalhodaAliancado Sul Global, a efetiva participacao
da sociedade civil enfrenta problemas como (i) dificuldades para obtencdo de visto
pelo governo da India e (ii) viabilizacdo de recursos para presenca em Nova Delhi em
fevereiro de 2026.

O trabalho da Alianca do Sul Global sera estratégico para garantir que os membros
indianos - em especial CCG e Aapti Institute - podem ser “canais de vocalizacao”
dos interesses das 26 entidades que comp8em a Alianca e possam aproximar tais
entidades dos representantes governamentais da India responsaveis pela elaboracio
dos documentos (os pen holders, no jargao do ativismo).

Apesar das incertezas sobre a efetividade do trabalho da sociedade civil, o fato de ser
uma Cupula direcionada a assuntos de justica social e realizada em um pais do Sul
Global (india) tem produzido um relevante efeito coletivo de pressdo para que ONGs
possam estar presentes e organizem um conjunto de eventos paralelos (side events)
no entorno da Cupula.

4 Essa @ uma etapa que pode ser realizada em 2026 ap6s a conclusao da Clpula e apos analise dos
documentos finais produzidos pelo governo da India e por diplomatas envalvidos no processo.
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5. Lideres dos grupos de trabalho

Capital Humano

Prof. TG Sitharam

O Prof. (Dr.) T G Sitharam assumiu a presidéncia do Conselho de Educag¢do Técni-
ca de Toda a india (AICTE), do Governo da india, em 21 de dezembro de 2022. Ele
€ um lider académico visionario com mais de 35 anos de experiéncia moldando
a educacdo técnica, capacitacdo, pesquisa e inovacdo. E o arquiteto de modelos
escalaveis e integrados a tecnologia, e liderou as reformas da NEP 2020, parce-
rias com a industria e projetos nacionais. Estabeleceu Centros de Exceléncia em
IA, drones, ciberseguranca e tecnologias emergentes, transformando instituicdes
e impactando milhdes de pessoas por meio de iniciativas digitais e de base. Com
mais de quatro décadas de contribui¢cdes pioneiras em engenharia civil e geotéc-
nica, desenvolvimento de infraestrutura e politicas de educacao técnica, o Prof. T.
G. Sitharam combina profundidade cientifica com visao de futuro para o desenvol-
vimento nacional. Ele esta classificado entre os 2% melhores cientistas do mundo
(Stanford) e é reconhecido como um lider raro que conecta a academia, o governo
e a inovacdo comunitaria.

Inclusao para Empoderamento Social

Mr Rajesh Aggarwal

O Sr. Rajesh Aggarwal ocupa atualmente o cargo de Secretario do Departamento
de Empoderamento de Pessoas com Deficiéncia (DEPwD). Em diversas fun¢des nos
niveis federal e estadual, ele tem defendido o uso da tecnologia para aprimorar a
governanca, desempenhando um papel fundamental na criacdo e no aprimora-
mento do Digilocker, do Jeevan Praman e de outros importantes programas de
governo eletrdnico. O Sr. Aggarwal também possui uma trajetéria notavel na pro-
moc¢do da acessibilidade de servi¢os e infraestrutura publicos para pessoas com
deficiéncia, incluindo a garantia de que sites governamentais e espac¢os publicos
sejam inclusivos para todos.
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IA Segura e Confiavel

Prof. Balaraman Ravindran

O Prof. Balaraman Ravindran é o fundador e diretor da Escola Wadhwani de Ci-
éncia de Dados e IA, do Centro Robert Bosch para Ciéncia de Dados e IA e do
Centro para |IA Responsavel (CeRAI) do IIT Madras. Com mais de trés décadas de
experiéncia em aprendizado de maquina e aprendizado por reforco, ele é uma das
principais vozes da india em pesquisa de IA ética e responsavel. Seu trabalho atual
abrange aprendizado por refor¢o profundo, equidade algoritmica e governanca de
IA. Ele integra o grupo consultivo do governo indiano sobre IA e fez parte do comité
que elaborou o relatério FREE-Al para o Banco Central da india. Ele tem colaborado
extensivamente com instituicdes de pesquisa globais e parceiros da industria para
promover sistemas de IA confiaveis e sensiveis ao contexto. O Prof. Ravindran é
membro da Academia Nacional de Engenharia da india (INAE) e da Associacdo para
o Avanco da Inteligéncia Artificial (AAAI) e € amplamente reconhecido por sua lide-
ranca no avanco da pesquisa e educacdo em IA na india.

Resiliéncia, Inovacao e Eficiéncia

Mr Pankaj Agarwal

Shri Pankaj Agarwal, Secretario do Ministério da Energia do Governo da india, tem
sido um arquiteto fundamental da transicdo energética da india, impulsionando
reformas focadas em sustentabilidade, eficiéncia e inova¢do. Com vasta experi-
éncia em politicas publicas, infraestrutura e transformacdo digital, ele traz uma
perspectiva Unica para o Grupo de Trabalho — conectando a eficiéncia da IA com
a resiliéncia energética e o desenvolvimento nacional, e reforcando o compromis-
so da India com uma IA responsével e consciente dos recursos, que gere impacto
sustentavel.
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Ciéncia

Prof. Abhay Karandikar

O Prof. Abhay Karandikar é atualmente Secretario do Departamento de Ciéncia
e Tecnologia (DST). Antes de ingressar no DST em outubro de 2023, atuou como
Diretor do IIT Kanpur de 18 de abril de 2018 a 25 de setembro de 2023 (cedido
pelo IIT Bombay). Também foi Decano (Assuntos Docentes) e Chefe do Departa-
mento de Engenharia Elétrica do IIT Bombay. Ele liderou um esfor¢o nacional para
a criacao da Telecom Standards Development Society of India (TSDSI), o érgao de
padronizacdo de telecomunicacdes da India, com a participacdo de todas as partes
interessadas. O Prof. Karandikar foi membro fundador e ex-presidente da TSDSI.
Ele também foi membro (em tempo parcial) da Autoridade Reguladora de Teleco-
municacdes da india (TRAI) de janeiro de 2018 a janeiro de 2021. O Prof. Karandikar
possui diversas patentes concedidas e pendentes, contribuicdes para os padrdes
IEEE e 3GPP, capitulos em livros e um grande numero de artigos publicados em
periodicos e conferéncias internacionais. O Prof. Karandikar foi agraciado com a
Medalha de Padrdes da IEEE SA em dezembro de 2016, em Nova Jersey. Sua equipe
também ganhou o prémio Mozilla Open Innovation Challenge em marco de 2017
por seu trabalho em banda larga rural e empoderamento digital na india rural.

Democratizacao de Recursos de IA

Mr Saurabh Garg

O Dr. Saurabh Garg ocupa atualmente o cargo de Secretario do Ministério de Es-
tatistica e Implementacdo de Programas (MoSPIl) do Governo da india. Ele desem-
penhou um papel fundamental na definicdo do cenario da governanca digital na
india, principalmente como CEO da Autoridade de Identificacdo Unica da India
(UIDAI), onde impulsionou o programa Aadhaar e sua integracao aos sistemas de
assisténcia social. Ao longo de sua carreira, o Dr. Garg trabalhou extensivamente
com financiamento de infraestrutura, transformacdo digital e reformas econdmi-
cas, contribuindo para iniciativas sobre Transferéncias Diretas de Beneficios, poli-
tica de Investimento Estrangeiro Direto (IED) e inovacao em governanca nos niveis
nacional e estadual.

Research
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IA para Crescimento Econdmico e Bem Social

Ms. Debjani Ghosh

A Sra. Debjani Ghosh é uma Distinguished Fellow da NITI Aayog e a Arquiteta-Chefe
do NITI Frontier Tech Hub, o pioneiro think tank da india dedicado a impulsionar a
prontidao do pais em tecnologias de ponta para o crescimento econémico acelera-
do e o desenvolvimento social. Com mais de 28 anos de experiéncia em lideranca,
incluindo sua atua¢cao como a primeira mulher presidente da Nasscom e ex-direto-
ra da Intel para o Sul da Asia, ela esteve na vanguarda da ascensdo da india como
uma poténcia global em inova¢do. Na Nasscom, Debjani redefiniu o foco da orga-
nizacao em tecnologias de ponta, defendeu o ecossistema de tecnologia avancada
da india e consolidou a posicio do pais como um parceiro confidvel para inovacdo
sustentavel e centrada no ser humano. Sua visdo da “Techade” e a estratégia “Inevi-
table India” inspiraram uma narrativa global sobre a lideranca da india na transfor-
macao impulsionada pela tecnologia. Reconhecida entre as “Primeiras-Damas” da
india pelo Presidente do pais, ela foi destaque na lista “Lider de Tecnologia do Ano”
da Vogue e na lista “40 acima de 40 - As Mulheres Mais Inspiradoras do Mundo” da
FemaleOneZero.
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Referéncias uteis

Al Impact Summit India
https://impact.indiaai.gov.in/

Alianca do Sul Global (Global South Alliance)
https://globalsouthalliance.net/

Declaracao de Sao Luis (G20)
https://www.gov.br/g20/pt-br/noticias/declaracao-de-sao-luis-recomendacoes-estrategicas-
para-o-futuro-da-inteligencia-artificial

Eventos preparatérios da Cupula
https://impact.indiaai.gov.in/home/pre-summit-events

Grupos de Trabalho da Cupula
https://impact.indiaai.gov.in/working-groups

Projeto “Enabling multistakeholder approaches to Al governance” do Global Network Initiative
https://globalnetworkinitiative.org/enabling-multistakeholder-approaches-to-ai-governance/
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